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The mean-shift algorithm has achieved considerable success in object tracking due to its simplicity and
efficiency. Color histogram is a common feature in the description of an object. However, the kernel-based
color histogram may not have the ability to discriminate the object from clutter background. To boost the
discriminating ability of the feature, based on background contrasting, this letter presents an improved
Bhattacharyya similarity metric for mean-shift tracking. Experiments show that the proposed tracker is

more robust in relation to background clutter.
OCIS codes: 100.4999, 330.7310.
doi: 10.3788/C0OL201210.021001.

The mean-shift algorithm is a kernel-based iterative pro-
cedure, which climbs the local mode along the gradient
ascent direction in feature spacel!!. The method does
not require prior knowledge, efficiency, and invariance to
object deformation. Thus, it is suitable for the analysis
of unknown data set. Recently, it has been widely ap-
plied in pattern Classification[2’3], image segmentaution[‘l]7
and visual trackingl®. However, the traditional mean-
shift tracker®has one critical inherent drawback: it can
be only used to find the local mode. Consequently, it
is likely to lose the target when a similar color distribu-
tion exists in the vicinity of the target. A considerable
number of works have been dedicated to overcome the
defects in the generic mean-shift trackers. The focus of
these works varies from model updating, which accom-
modates appearance variation!—9, bandwidth selection,
which decides the size of the tracking window!'%'!! spa-
tial information(!2=1% to the more discriminative dis-
tance metrics16:17],

In this letter, we utilize the background information
to obtain a background contrasting map, which is sub-
sequently introduced into the traditional Bhattacharyya
similarity metric. Thus, an improved similarity metric is
proposed to boost tracking accuracy.

The mean-shift procedure seeks the local modes along
the gradient ascent direction, which maximizes the Bhat-
tacharyya similarity iteratively from a given starting po-
sition.

Given a current location yo1q, the new position ypew is
computed as

ZiK(fEi = Yold )W (i) (Ti — Yold)
> K (@i = yoa)w(zs)

where x; represents the pixels inside the candidate re-
gion. The weight w(x;) of the pixel location z; from the
candidate region is defined as

w(z;) = v q“/p“|b(zi):u’ (2)

where b : R?2 — {1,2,--- ,m} is the mapping of the
color at x; into histogram bin u with v € {1,2,--- ;m}.
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q=1qu}; and p = {p, }; are the discrete color den-
sity estimation smoothed by the kernel function K(-) of
the template and candidate regions, respectively. Here,
K (-) can be chosen as uniform, Epanechnikov, or Gaus-
sian.

w(x;) in Eq. (1) is derived from the first-order Taylor
ex[%ansion of the Bhattacharyya similarity metric used
in

p(y) = plp®):dl = > VPuv), qu- (3)

Using Taylor expansion around a point yo, Eq. (3) can
be approximated as

plp(y),q] = % > Vpulyo)au + G D wl@)K(y — ),

2 &
1
(4)
where C}, is a normalizing constant.

By using Eq. (1), the location estimation of the ob-
ject can be performed iteratively. The kernel profile k(-)
assigns a smaller weight to the locations farther from
the center of the target. Although this can increase
the estimation robustness, the mean-shift algorithm still
converges to local mode, and the tracker may drift away
from the object when a similar color is present in the
vicinity.

To solve the background clutter problem, we present
a background contrasting procedure that will be incor-
porated into the traditional Bhattacharyya similarity
metric. The improved metric focuses on features that
are more likely to be in the target object rather than in
the background.

Generally, color histogram is a common feature used
in mean-shift tracking. Firstly, we obtain the proba-
bility of some color v being in the object model. If
we denote H,(v) and Hg(v) as the non-normalized his-
tograms of the object patch and its surrounding, includ-
ing the object patch, respectively, the probability of the
color bin v pf(Obj|v) in the model can be computed as
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Fig. 1. Templates ((a),(d)), selected regions ((b),(e)), and
corresponding probability maps ((c),(f)).

pe(Objlv) = %

()
For convenience, we approximate H,(v) by utilizing
the non-normalized histogram of the template. Subse-
quently, Hg(v) is updated only during each mean-shift
iteration. The probability maps computed according to
Eq. (5) are shown in Fig. 1.

Introducing p¢(Obj|v) into Eq. (3) yields

p(y) = B [pe(®), pm] D V/Pe(Obj[0) Y V/pu()au, (6)

where p is a new Bhattacharyya similarity metric.

By denoting w(z;) = +/pe[Obj|I(zi)]w(zi), Eq. (1)

simply becomes

ZiK(ﬂii — Yold)W (%) (Ti — Yold)
> K —yo)ii(z)

Ynew =

Equation (6) emphasizes that the weights from colors
are more likely to be in the object model than in the
background. Thus, the tracker tends to follow features
that are more discriminant from the background, that
is, the tracker becomes more robust in relation to back-
ground clutter.

The tracking performance between the original mean-
shift tracker and the proposed tracker is evaluated. For
the background region, we use the area inside a rect-
angle which is slightly bigger than the target candidate
window. In this letter, we consider objects with slight
changes in scale, thus the size of the tracking window is
set as a fixed value.

Figure 2 shows the tracking results of a woman wear-
ing a white skirt and moving at the railway, where the
color of the clothes is similar to the color of the crossing
zebra. Figure 3 shows the tracking results of the face
of woman in an indoor setting, where occlusion with a
similar face happens. Figure 4 shows the tracking error
versus the frame number. It demonstrates that the pro-
posed approach succeeds during the tracking period. In
Fig. 3, we observe that although some occlusions exist,
the proposed tracker can always lock onto the object.

In conclusion, we propose an improved Bhattacharyya
similarity metric based on background contrasting.
The proposed method is more robust in relation
to the background clutter problem.  Experimental

Fig. 2. (Color online) Tracking results: (Top) proposed tracker. (Bottom) traditional mean-shift tracker. The tracking results

are highlighted with a red box.

Fig. 3. (Color online) Tracking results: (Top) proposed tracker. (Bottom) traditional mean-shift tracker. The tracking results

are highlighted with a red box.
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Fig. 4. Euclidean distance between the true and estimated
positions.

results show that the proposed tracker has outperformed
the traditional mean-shift tracker. These have high-
lighted the importance of scale estimation. As such, it
will be the focus of our next work. We intend to obtain
better results by incorporating background contrasting
map into the kernel weighting.
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